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Abstract  

Tax is one of the main sources of financing government budget. Therefore, having a clear 

picture about the attainable amount of taxes are not only necessary for optimal allocation 

of scarce resources for tax collection, but also helps the government to develop precise 

tax collection programs .In this article, the structural features of the tax revenues series 

have first been examined in relation to linearity, chaotic nonlinearity and stochasticity, 

using Lyapunov Exponent. These series are: total taxes, direct taxes, indirect taxes, 

corporate taxes, income taxes, salary taxes, real estates taxes, business taxes, wealth 

taxes, inheritance taxes and goods & services taxes. The results indicated the existence of 

a chaos in the series of different tax resources with different weakness and severity. 

Therefore, based on the results it was found that we can do more accurate short-term 

predictions by applying nonlinear modeling. In the next step, using the data of the period 

1963-2006,the tax revenues of different  resources were forecasted for the period 2007-

2009 by applying both parallel and proposed Multiple-input Multiple-output structures of  

the ANN’s
.
 

Key words: Tax, forecast, chaos, Lyapunov exponent, artificial neural networks, parallel 

models, multiple-input multiple-output model 

 

1. Introduction 

Financing the governmental budget by collecting tax revenues is one the goals of 

taxation. While the fulfillment of that is the main functions of the INTA. It is considered 

to be an important indictor for evaluating the INTA’s performance by the supervisory 

bodies. Having a clear picture about the attainable amount of taxes is not only necessary 

for the optimal allocation of scarce resources for the tax collection, but also helps the 

government to develop precise tax collection programs. Due to the inherent 

characteristics of the economic variables and also due to the effects of social, political, 

psychological and environmental factors on the economic variables, they demonstrate 

nonlinear behaviors in real world, so a nonlinear method is needed to forecast the 

economic variables .One of the well-known nonlinear methods developed thanks to the 

recent advancement in computer science is the artificial neural networks, which in recent 

years  has been  applied for the economic forecasting. 
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 2 

In this article, Neural Networks approach has been applied to forecast tax revenues. In the 

first part of the article, after a brief review of literature and empirical studies, Lyapunov 

Exponent Test has been applied to test the forecastibility of the tax revenues. In the 

second part of the article, using tax revenues series of Iran for the period 1963-2006, tax 

revenues has been forecasted for the period 2007-2009. 

 

2. Literature Review and Empirical Studies 

An interest in the secret of the rapid processing of the information in the human brain, the 

way through which the information is processed, as well as the performance of memory, 

learning and retrieving of events all together have pushed the scientists to start and to 

continue their research on Neural Networks since 1940.The human brain consists of 10
11

 

interrelated neurons with 10
16

 connections. The researchers working on Artificial Neural 

Networks and human brain believe that understanding the way in which neurons are 

interconnected is the key for understanding the human behavior as an information 

processing system. The Artificial Neural Networks are able to learn complicated 

behaviors. It usually consists of several simple interconnected nonlinear processors 

known as “Nodes” or “Neuron”. The connection of many simple neurons which make 

altogether the human brain has been the primary idea for developing neural networks 

models. Neural networks modeling have resulted in good output in function 

approximation, model diagnosis as well as forecasting nonlinear processes. In fact, using 

neural networks for function approximation is generalized form of regression analysis 

and classical statistics. In a regression analysis, a model is fitted for a specific structure, 

using sets of information by various criteria such as Mean error. The neural networks is 

called something beyond the regression and the most important advantage of neural 

networks for model fitting over statistical methods is that the neural networks  have more 

general functional form compared to those methods (Khaloozadeh & Khaki,2003). 

The neural networks is widely applied in different fields of economic issues such as oil, 

share and commodities price forecast, and newly used for tax revenue forecasting. The 

results of the studies in general show that the performance of this method is much better 

than the competing approaches. 

For instance, Shazly and Hassan (1997), Zhang and HU(1997), Lisi and Schiavo(1999), 

Leung et al.(2000), Qi and Yangu Wu(2003), Leung and Chen (2004) used Artificial 

Neural Networks and Time series in their studies for forecasting exchange rate. The 

results of their studies show that the performance of the artificial neural networks is better 

than time series models. Thomas and et al (1999), in a study for analyzing sale market 

response of coffee based on monthly data, compared the accuracy of forward neural 

network and Multiplicative Competitive Iteration (MCI) model, and showed that the 

neural networks performs better than MCI in small sample data. Fllareio and 

Averehenlov (1999) showed in their study that neural networks perform better than 

ARIMA in forecasting share prices. Palit and Popovic (2000) also showed that artificial 
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neural networks methods have better performance than competing AR, ARIMA 

forecasting methods. Moshiri and Kameron(2000) reached the same results by comparing 

the performance of  Artificial Neural Networks with traditional Econometric models, 

time series and structural models; BVAR and VAR in forecasting inflation rate of 

Canada. Virili and Bernd Freisleben(2000) used Artificial neural networks to examine the 

effects of non-stationary on demand for house loan in the Netherlands. The results of 

their study showed that the artificial neural networks perform better than ARIMA. 

Ghadimi and Moshiri (2002) have compared the efficiency of an Artificial Neural model 

with a linear regression model in their study to forecast the economic growth rate of Iran 

for the period 1936-2001.Chavoshi (2003), in his study, by applying both linear factor 

model and Artificial Neural Networks forecasted the behavior of Behshahr’s Industrial 

Development Company’s share return .Khalozade (2003), in his article, by using data of 

several corporates in Tehran’s Stock Exchange market have forecasted the share prices of 

them and finally introduced an optimal model  for such purpose. Moshiri and 

Forotan(2004) have compared the results of future oil prices obtained by ARIMA 

,GARCH and Artificial Neural Networks model. Hamidi (2005) has forecasted the 

Iranian Business tax revenues by using forward artificial neural networks , linear 

regression and ARIMA models .Farjamnia(2007)  has compared the oil prices since April 

1983 to June 2005 forecasted by ARIMA and Artificial Neural Networks. The results of 

all above mentioned studies show that the Artificial Neural Networks performs better 

than other competing methods such as econometrics and time series methods. 

 

3. Chaos in Tax Revenues’ Time Series 

In order to get a reliable forecast, it is necessary to examine the forecastability of taxes’ 

time series and its type of structure prior to any forecast attempt. To do so,Lyapunov 

Exponent test is used. If the results of the test confirm the forecastability of the series, 

then nonlinear modeling can be used to forecast in the short-run. In fact, the 

forecastability for the period which is in inverse proportion to the Lyapunov Exponent is 

confirmed if the magnitude of the Lyapunov Exponent is small. Long-run forecast is very 

difficult or impossible due to the sensitivity of the chaotic systems to initial condition. So, 

it can be said that forecasting is only a matter of short-run. 

 

3.1   Lyapunov Exponent 

Chaos theory provides a new insight into the real world. Chaos is an inherent feature of 

the nonlinear systems which indicates that even a little change in the initial condition of 

the model may result in a substantial change in its behavior (Garliauskas, 1999).Among 

different diagnostic test for chaos in time series, the Lyapunov Exponent is the most 

important test. It is an indicator of the divergent points in fuzzy space or sensitivity to the 

initial condition. Positive value of the exponent is a sign for the existence of a chaos in 

system, and in this case the behavior of system is forecastable in the short-run but not in 
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the long run due to the sensitivity of system to initial condition. In this article the 

Lyapunov Exponent has been estimated for the period 1963-2006 annually in M 

dimension (2 to 5) and time span from 1 to 18. Scheinkman and LeBaron nonlinearity test 

has been employed to confirm the result of the Lyapunov test. Using N data scalar of the 

series, matrices of m raw and N-m+1 column are constructed to calculate the Lyapunov 

Exponent and  then all of the  joint vectors are selected among these matrices so as to be 

close to each other and …in this relation: 

 ji xxjimr ),;(0  

  is a positive amount. The above calculations are done over the n time spans: 

njnin xxjimr  ),;(  

Then divergence between the points that are close to each other is calculated. If the close 

points diverge from each other for any n greater than zero in m space dimension then 

the d(m,i, j) will be greater than one. 

ji
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And finally the Lyapunov Exponent is calculated by the following relation: 




 ),;(log
)1(

1
),( jimd

mNN
nm n  

It is worth mentioning that it is necessary to examine the stationarity of the series for the 

above analysis. In case of non-stationarity, the series should be become stationary before 

any attempt to calculate the Lyapunov Exponent. 

 

3.2 Testing the Stationary of the Taxes’ Time Series 

The results of the unit root test indicate that all of the series are non-stationary. Most of 

the series are first-difference stationary process while the rest are two-difference 

stationary processes. The optimal lag has been determined by the Akaike, Schwarz 

Bayesian and Hanan Quinn information criteria. Table (1) shows the results of the unit 

root test for the series: total taxes, direct taxes, indirect taxes, corporate tax, income tax, 

business tax, real estate tax, wealth tax, inheritance tax and goods and services tax for the 

period 1963-2006 

 

 

           Table 1. Unit Root Test of Tax revenues Series (1963-2006) 

 

Unit Root test 

Without trend With trend   
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t-Statistics Critical Value t-Statistics Critical Value 

-4.1511 -3.5348 -3.2646 -2.9446 Direct Taxes 

-6.1315 -3.5348 -6.2544 2.9446 Indirect Taxes 

-5.2595 -3.5348 -4.2489 2.9446 Income Tax 

-4.6608 -3.5348 -4.2927 2.9446 Salary Tax 

-5.5581 -3.5348 -4.7098 2.9446 Business tax 

-3.5763 -3.5348 -3.5167 2.9446 Real Estate Tax 

-6.7633 -3.5348 -4.0968 2.9446 Wealth Tax 

-4.262 -3.5348 -3.9228 2.9446 Inheritance tax 

-5.947 -3.5348 -4.4632 2.9446 

Goods & Services 

tax 

-4.9616 -3.5348 -4.1729 2.9446 corporate Tax 

 

                      95% critical value 

 

3.3 Lyapunov Exponent 

Figure (1) shows the Lyapunov Exponent estimated for the tax series within the period of 

1963-2006. This figure shows the steady state convergence of the estimated values of 

Lyapunov Exponent. Accordingly, the smaller the positive value of the , the weaker the 

chaos of the system and also the less the sensitivity of system to initial condition. 

Consequently, past information can be used for forecasting and vice versa. For instance 

the value of   for the corporate tax is positive but small for dimensions 2 and 3; 

therefore, the time series in question has relatively a weak chaos and nonlinear modeling 

can result in a relatively good short-run forecasts. As it is illustrated in the figures, all of 

the time series except for wealth and goods & services taxes have relatively weak chaos; 

therefore, it can be concluded that time series of the Iranian tax revenues are nonlinear 

and have a specific structure and hence for a short time period, these series may result in 

an acceptable forecasts using nonlinear modeling methods. 
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Figure 1. Lyapunov Exponent of taxes time series in different dimensions
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 7 

 

Figure 1. Continued 

 

 

Finally, Shuffle Test has been used to insure the credibility of the results. As it is shown 

in table (2), the values of the Lyapunov exponent for the shuffled series, which are lack 

of any order, are greater than of the original series. This result endorses the non-

stochasticity of the series and existence of order in them. 

 

 

 

 

 

0 2 4 6 8 10 12 14 16 18
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

n

L
y
a
p
u
n
o
v
 E

x
p
o
n
e
n
t

m=2 

m=3 

m=4 

m=5 

0 2 4 6 8 10 12 14 16 18
0

0.005

0.01

0.015

0.02

0.025

n

L
y
a
p
u
n
o
v
 E

x
p
o
n
e
n
t

m=2 

m=3 

m=4 

0 2 4 6 8 10 12 14 16 18
0

0.001

0.002

0.003

0.004

0.005

0.006

0.007

0.008

0.009

0.01

L
y
a
p
u
n
o
v
 E

x
p
o
n
e
n
t m=2 

m=3 

n 
0 2 4 6 8 10 12 14 16 18

0

0.005

0.01

0.015

0.02

0.025

0.03

0.035
L
y
a
p
u
n
o
v
 E

x
p
o
n
e
n
t

m=2 

m=3 

m=4 

n 

Real estate tax Inheritance tax 

Salary tax Wealth tax 

 [
 D

ow
nl

oa
de

d 
fr

om
 ji

em
s.

kh
u.

ac
.ir

 o
n 

20
24

-0
4-

20
 ]

 

                             7 / 22

https://jiems.khu.ac.ir/article-1-29-fa.html


 8 

 

 

 

 

 

Table 2. Lyapunov exponent and Shuffle tests 

 

5 4 3 2  dimension                         

- - 0.00266 0.0104 corporate Tax 

- - 0.00556 0.0155 Shuffled series 

- - - 0.0041 Direct Taxes 

- - - 0.013 Shuffled series 

- - 0.006 0.0225 Income Tax 

- 0.006 0.017 0.0425 Shuffled series 

- - 0.005 0.021 Salary Tax 

- - 0.006 0.036 Shuffled series 

- 0.004 0.005 0.046 Business tax 

- 0.0051 0.0083 0.055 Shuffled series 

- - - 0.0092 Real Estate Tax 

- - - 0.012 Shuffled series 

0.009 0.018 0.03 0.069 Wealth Tax 

0.019 0.03 0.05 0.11 Shuffled series 

- - 0.004 0.034 Inheritance tax 

- - 0.006 0.042 Shuffled series 

- - 0.01333 0.275 Goods & Services tax 

0.0025 0.015 0.03 0.053 Shuffled series 

             Source: Authors’ Estimations 
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4. Modeling and Forecasting Tax Revenues: ANN’s Approach 

The results of Lyapunov exponent test showed a weak chaos in the series of taxes. 

Therefore, nonlinear modeling approach may result in a robust short-run forecast. The 

rest of the article is dedicated to forecasting tax revenues by Artificial Neural Networks 

modeling. 

 

4.1 Forecasting Total Taxes by Using a Multiple Input-output Neural Networks 

(proposed structure) 

As mentioned before, by using a neural network with a hidden layer and a nonlinear 

impulse function, alongside with sufficient neurons in the hidden layer and a linear 

impulse function in output layer, any kind of nonlinear function can be approximated. 

Since the total tax is a combination of several tax bases, to achieve a model with an 

optimal structure we have applied a multiple input-output structure of ANN (Khalozadeh 

& Khaki Sedigh, 2001). The Neural Network that is used in this section is comprised of 3 

layers (input, hidden and output layers). The number of neurons in input, hidden and 

output layers is 6, 3 and 6 respectively. A Sigmoid tangent nonlinear function has been 

used as an impulse function in the hidden layer while the impulse function of the output 

layer is pure line. In order to derive the output of the ANN model, computation of pre-

propagation is done first by applying the inputs of the network and then by applying the 

error back propagation. The errors between output and computed desired value are 

distributed among the existing layers, and finally the output vector (several components) 

is derived by correcting the weight matrices and bias vectors. Each component stands for 

each year that is to be forecasted. Out of 6 neurons in the output layer, 3 neurons have 

been employed to forecast total taxes, and the rest 3 neurons for GDP forecast. Almost 85 

percent of the time series information related to the period 1963-2000 has been dedicated 

to the learning process. After the learning process of the network, the learning set is 

added to the network( those information which has not been used during learning 

process) and then average error of the network is calculated and those parameters of the 

network with the least average error is saved for forecasting and finally the step by step 

forecast is done. By doing so, we first forecasted the total taxes and at same time GDP for 

the period t+1, t and t+2 (2001-2002-2003) . The outputs of these three years are used as 

the input for the next 3 period and hence the GDP is forecasted for the periods (t+3 ,t+4, 

t+5).By doing so, the forecast is done for each 6 periods. In the next step, the 

performance of the network for the test period is evaluated by using root average of 

square error and average of absolute deviation criteria. If the performance of the network 

is confirmed by these criteria, the network can be used for forecasting. Figure (2) shows 

the forecasted values of the GDP for the 6 periods and the forecasted errors for  the 

period 2001-2006. Figure (3) also shows the forecasted values of the GDP for the period 

2007-2009 with the assumption of the past trend continuation. 
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Figure 2.  GDP forecasts and values of forecast error for the next 6 periods 
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Figure 3. GDP forecasts for the years 1386-88 
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 11 

Finally, these forecasted values are employed to forecast the tax revenues outside the 

sample. Figure (4) shows the forecasted tax revenues and the forecast errors for 6 periods 

and figure (5) shows the forecasted tax revenues for the period 2007-2009. 
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Figure 4.  Long-term forecast of total taxes and forecast error for the next 6 periods 

 

40 45 50 55 60 65 70 75 80 85 90
0

0.5

1

1.5

2

2.5
x 10

5

year

T
a
x
 V

a
lu

e

Neural Networks Estimation

Training set

Testing set

Predicted set

Actual Tax

 

Figure 5.  Out-of- sample forecasting of the tax revenues in the period 2007-2009 
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4.2  Forecasting Direct Tax Based on Multiple Input-output Neural Networks (proposed 

structure) 

The structure of  the network for one-step forward forecasting the direct taxes, which is 

based on the equations of the Iranian third economic, social and cultural development 

plan, is a function of GDP and as mentioned before it includes a hidden layer and 6, 3, 6 

neurons in input, hidden  and output layers respectively. The impulse function of the 

hidden layers is a nonlinear tangent sigmoid function and the impulse function of the 

output layer is linear function. In this article, error back propagation algorithm has been 

employed for learning the process of the network. Time series data of the period 1963-

2000 has been used for the learning process of the network, while data of the period 

2001-2006 has been used for evaluating the performance of the network. It’s worth 

mentioning that in this article we have used those parameters of the network with the 

least average errors in step by step forecast. In the next step, based on the existing 

criteria, the performance of the network is evaluated and then an optimal model is 

selected for forecasting the direct taxes. In figure (6) the results of these forecasts has 

been shown: 
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Figure 6. Out-of- sample forecasting of the direct taxes in the period 2007-2009 

 

4.3 Indirect Tax Forecast Based on Multiple Input-output Neural Networks (proposed 

structure) 

The structure of the network for forecasting indirect taxes is based on the equations of the 

Iranian 3
rd

 economic, social and cultural development plan. Since there is a relatively 

high chaos in the consumption tax series according to Lyapunov exponent test, the 
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proposed neural network has been employed to forecast the consumption tax. Figure (7) 

shows indirect taxes forecast for the period 2007-2009: 
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Figure 7. Out-of- sample forecasting of the indirect tax in the period 2007-2009 

 

4.4 Income Tax Forecast Based on Multiple Input-output Neural Networks (proposed 

structure) 

Figure (8) shows the forecasted values of the income tax for the period 2007-2009 based 

on the proposed model. The input variable is GDP based on the equations of the 3
rd

 

development plan. The forecasted value of the GDP has been used for long run 

forecasting of the income tax: 
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Figure 8.  Out-of- sample forecasting of the income tax in the period 2007-2009 
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4.5  Forecasting Salary Tax Using Artificial Neural Networks (parallel model) 

In this section, a backward perceptron of parallel type neural network comprised of 3 

layers is used. (The number of neurons in input, intermediate and output layers are 2, 3 

and 2 respectively). Impulse function of hidden layer is tangent sigmoid while the 

impulse function of output layer (purelin) is linear and finally learning process of the 

network is based on the error back propagation. Using the network, one step forward 

forecast is first done and then a long run forecast is made by using weights and biases 

derived in the first step. To do so, outputs of each period were used as an input of the 

next period, and hence a forecast is done for the last 6 years of the period 2001-2006. By 

using the generated GDP, a long run forecast has been done for the tax on salary. Figure 

(9) shows forecasting the tax on salary for the period 2007-2009. 
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Figure 9.  Out-of-sample forecasting of the tax on the salary during the period 2007-2009 

 

 

4.6 Forecasting Business Income Tax Using Artificial Neural Networks (parallel model) 

In this section, business income tax is considered as a function of tax base of business 

sector
1
. After computing the tax base, out-of-sample forecasting is done for tax on the 

business income for the period 2007-2009 using the optimal neural structure. 

                                                 
1
 Business tax base=value added of services sector +value added of building in private sector-( public 

services+ services of monetary and financial institutions+ state transportation+ communication+ services of 

residential and nonresidential sectors)+ ( value added of industry sector- value added of industrial 

workshops) 
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Figure 10. Out-of-sample forecast of the business income tax in the period 2007-2009 

 

4.7 Forecasting Corporate Tax Using Artificial Neural Networks (parallel model) 

In this sector, corporate tax base
1
 is first forecasted by using a backward perceptron, and 

finally after selecting the best model, the forecasted values of corporate tax base is used 

for forecasting corporate tax revenues for the period 2007-2009. Result of the forecast is 

shown in figure (11). 
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1
 Corporate tax base= GDP-(value added of business and agricultural sectors) 
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Figure 11. Out-of-Sample forecasting of the corporate tax in the period 2007-2009 

 

4.8  Forecasting the Real Estate Tax by Using Artificial Neural Networks (parallel 

model) 
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Figure 12. Out-of-sample forecasting of the real estate tax in the period 2007-2009 

 

 

4.9 Forecasting the Inheritance Tax by Using Artificial Neural Networks (parallel model) 
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Figure (12)-Out-of- sample forecasting of the real estate tax in the period 2007-2009 
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4.10 Forecasting the Wealth Tax by Using Multiple Input-output Neural Networks 

(proposed structure) 

 

The result of Lyapunov exponent test shows a relatively high chaos in the wealth and 

consumption tax series in comparison to the other taxes; therefore, proposed multiple 

input-output models is used to get a more accurate forecast of these tax revenues. The 

result is shown in figure (14): 
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Figure 12. Out-of- sample forecasting of the wealth tax in the period 2007-2009 

 

 

4.11 Forecasting the Consumption Tax by Using Multiple Input-output Neural Networks 

(proposed structure) 

 

Structure of the network employed to forecast the consumption tax is a function of the 

private consumption as a tax base. We have used the proposed neural network to forecast 

the consumption tax due to the existence of relatively high rate of chaos in the time series 

of the consumption tax according to Lyapunov exponent test. The network used here to 

forecast the tax on consumption is comprised of a 3 layer-forward perceptron with 6, 3 
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and 6 neurons in the input, hidden and output layers respectively. The impulse function of 

the hidden and output layers is tangent sigmoid and linear respectively and finally the 

learning process of the network is base on backward transmission law. Figure (15) shows 

the forecast of consumption tax for the period 2007-2009. 
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Figure 15.  Out-of- sample forecasting of the consumption tax in the period 2007-2009 

 

In general, several performance measures are used to evaluate the process of learning data in 

neural networks. These measures are often related to the error between the forecast and actual 

outputs. In table (3), the results of Root Mean Squared Error (RMSE) and Mean Absolute 

Deviation (MAD) have been shown. The results of the performance measures of the 

network show that the forecast error of the models is minor and therefore the models are 

highly reliable. 

 

Table 3.  RMSE and MAD of the artificial neural network 

Year RMSE MAD 

Total Tax 0.005298 0.00216 

Direct tax 0.0181170 0.007396 

Indirect Tax 0.0214669 0.0087638 

Income Tax 0.033728 0.013769 

Corporate Tax 0.1129808 0.0770312 

Business tax 0.0086578 0.0319788 

Real estate Tax 0.0935756 0.0498659 
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Salaries tax 

5.66658E-

13 7.441528E-13 

Wealth tax 0.0299427 0.08179 

Inheritance 

Tax 

3.5476E-

17 9.89437E-15 

Consumption 

Tax 0.010666 0.0043545 

 

 

The results of the forecasts of the tax revenues for the period 2006-2009 are shown in 

tables 4. 

 

Table 4. Forecast of tax revenues by ANN’s in the period 2007-2009 

Year 

 

 

Actual 

1385 

 

 

Forecast 

1385 

Actual 

1386 

 

 

Forecast 

1386 1387 1388 

Total Tax 177617 178942 197245 198919 220265 236305 

Direct tax 97691 97664 126333 128877 150106 178643 

Indirect Tax 53929 65473 65473 65608 73677 80988 

Income Tax 19451 19498 25960 26669 33288 40276 

Corporate 

Tax 46727 46679 63950 64351 73822 80767 

Business tax 7515 7518 9726 9750 11880 12796 

Real estate 

Tax 11061 825 974 971 1176 1266 

Salaries tax 11061 11212 15189 15216 20180 26046 

Wealth tax 5378 5378 7762 6580.2 7640 8575 

Inheritance 

Tax 448.01 448 719 720 988 1531 
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Consumption 

Tax 14123 14156 16662 16952 18016 18599 

Source: Authors’ estimations 

 

5. Conclusion 

In this article, the structure of the tax time series were first studied in relation to linearity, 

nonlinearity and stochasticity by chaos tests in order to select proper model with more 

accurate predictability. To do so, the stationarity of the series were investigated by 

conducting chaos tests. The results of the unit root tests imply that the series under study 

are non-stationer, where generally are stationer by first-order difference. In order to test 

the existence of chaos in the series, Lyapunov exponent and Scheinkman and LeBaron   

shuffle tests were used. The results of the shuffle test indicates that the series are non-

stochastic while the series are weakly chaotic according to Lyapunov exponent test; 

accordingly, a nonlinear modeling can yield an accurate short run forecast results. So, by 

employing artificial neural network approach and by using the data for the period 1963-

2006, total tax revenues as well as direct, indirect, income and consumption taxes were 

forecasted. The results of the study showed that the general trend of the tax revenues have 

followed its long term path, except for the years 2001(direct tax reform), 

2002(implementation of the Consolidated Tax Act) and 2005 (addition of the tax on 

crude oil sale to corporate tax). Therefore, error forecasting by ANN’s during the test 

period are minor. 
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